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M.A. Thesis:

feature selection using binary grasshopper optimization
algorithm

by increasing the increasing volume of data in recent years , the problem of high
dimensionality data has been developed which reduces the performance in machine
learning and pattern recognition . feature selection is one of the most important steps in
machine learning . Traditional methods of selection are not capable of coping with high
volume of data and cannot be effective , such as classical data on high - dimension data ,
hence the use of the method that can accommodate the selection of effective features and
remove redundancy features in a high - dimensional data set .The reason for the used
algorithms is their superiority to have the ability to find reasonable acceptable solutions in
time periods . in this thesis , the application of heuristic algorithm for feature selection and
dimension reduction is investigated . The algorithm used is called grasshopper , which is
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one of the most recent algorithms




